
SUMMER 2017 | 91

ABSTRACT

Society has become utterly dependent on information systems (IS) to power  
everyday life. While this seismic shift has taken place, the security of those IS 
and their consequential information assets has not taken a front seat alongside 
innovation, resulting in breaches of trust and loss of corporate goodwill. Organi-

zations are struggling to find an effective approach that encompasses not just technical 
aspects of cybersecurity, but also improves people and processes. This article will  
define, discuss, and operationalize the technical, semantic, and effectiveness aspects 
of cybersecurity and their application into the organizational construct.

INTRODUCTION
IS power an increasing amount of modern infrastructure; from online banking to the 

social networks connecting disparate friends and family, this reliance on computing 
systems is unprecedented and can be expected to grow into the future. However, the 
value of the information itself outpaces the value of the systems storing the informa-
tion. When calculating the damage created by a breach of cybersecurity, research has 
shown the greatest damage to be the loss of information resources and their resultant 
strategic advantages. [1] [2]   

Even while organizations are beginning to fully realize the value of their IS and infor-
mation assets, cybersecurity incidents do occur, and with potentially significant losses. 
These losses are of both a monetary nature, as well as compromises to information 
assets. While it can be difficult to determine the full extent of losses suffered through 
cybersecurity exploits [1] [2] [3], threats certainly have been realized at the corporate, state, 
and federal levels. The sheer losses borne by organizations fundamentally underline 
the problems that face corporate entities and nation-states as their infrastructures 
become increasingly technological and enemies become increasingly sophisticated in 
their attack techniques. 
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Public and private enterprises have developed a 
number of methodologies to combat threats to their 
IS and associated information assets. For example, 
the U.S. Department of Defense has adopted the 
National Institutes of Standards and Technology  
(NIST) Risk Management Framework (RMF), a  
checklist-based approach leading towards an auth- 
oritative approval to connect. While these prescrip- 
tive, checklist-centric approaches have various sets 
of controls, they have a common aim: providing a 
level of security that counterbalances the threats  
to the IS.

FRAMING AN APPROACH
Many have argued the definition of information, 

perhaps to the unfortunate consequence of this phe-
nomenon containing a bulk of definitions proposed 
only to serve the narrow interests of those defining 
them. [6] More recently, literature has placed infor-
mation into a framework alongside data, knowledge, 
and wisdom. The data-information-knowledge hier-
archy describes data as “a set of signs formulated  
in a structure and governed by formal rules being  
processed and interpreted to form information”. [7] 

This information is transformed into knowledge as 
it is combined with context and personalized into 
organizational “know-how”.[8] Kane (2006) suggested 
that data, information, and subsequent knowledge 
are indistinct entities along a single continuum. [9] 

This is crucial in the context of this research, as 
the end benefits provided by knowledge synthesis 
and exploitation are impossible if the information  
itself is irretrievable, unusable, or without value. 

The concept of the information system has similarly 
been debated with varying outcomes. While many 
see the domain and corresponding terminology  
in technical terms only [10], IS surpasses a broader 
swath of understanding than this narrow definition 
belays. Understanding what encompasses an “infor-
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mation system” is fundamental to understanding its role in the organizational context. 
Does an IS consider both the technology and the personnel using that technology? Does 
it also consider the organizational constructs enabling both the underlying infrastructure 
and the personnel through policies and procedures? O’Donovan and Roode (2002)  
suggested that IS cannot only be concerned with the exploitation of technology but  
must also consider the effects of technology and the changes—both challenges and 
opportunities—it can bring. [11] 

Many researchers have attempted to define IS 
on the basis of levels representing these inher-
ent contradictions. Shannon and Weaver (1949) 
described an IS as having three distinct levels: 
“technical”, defined as incorporating the produc-
tion of the information; “semantic”, defined as 
the success in conveying the intended message 
to the receiver; and finally, “effectiveness”, de-
scribed as the level of effect the information  
actually has on the receiver. [12] Shannon and 
Weaver clearly believed that the technical must 
co-exist alongside the socio-organizational as- 
pects to fully encompass the definition of an 
“Information System”. This article will consider 
the previous passage and adopt the definition presented by Liebenau and Backhouse 
(1990) defining an information system as an aggregate of information handling activities 
at the technical, formal and informal levels of an organization. This definition provides  
an effective representation of the various aspects of consideration within an IS: the  
technical level includes the information technology present within the organization, the 
technology is often mistaken as the IS itself. The formal level includes the bureaucracy, 
rules, and forms concerned with the inter-organizational and the intra-organizational use 
of information. Finally, the informal level includes the organizational sub-cultures where 
meanings are established, intentions understood, beliefs, commitments, and responsibilit- 
ies are made, altered, and discharged. [13] 

Anderson (2003) argued that many definitions of information systems security described  
the processes or concepts adopted towards IS security (hereafter referred to as cyber- 
security) without defining the end state—again considering the means without the end. [14] 

Many definitions of cybersecurity focus on the concepts of Confidentiality, Integrity, and 
Availability, the so-called CIA Triad, while other research adds attributes such as authen-
ticity and non-repudiation. However, this research is based on the perspective presented 
by Anderson (2003) that, while these individual notions are worthy goals to be achieved, 
they are not the “end state” of a cybersecurity program and should not be viewed as such. 
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Anderson (2003) further argued that a proper definition of cybersecurity must be both 
flexible and attainable, and support the organizational context in which it is implement-
ed. This passage will adopt the definition of cybersecurity adapted from Anderson (2003) 
and Dunkerley and Tejay (2012) of “a well- informed sense of assurance that information 
risks and information security controls are in balance.” [15] This definition promotes the 
concept of balance within an organizational cybersecurity program that considers both 
the security of the IS and its concomitant data while not tossing the business objectives 
out the door at their expense. It is key to remember that this definition may differ widely 
between organizations and sectors (public versus private), based on the sensitivity of  
the information assets and the nature of the organization itself. For example, healthcare 
organizations will have a different set of requirements than a military organization  
and must adjust accordingly.

PAST EFFORTS IN FRAMING
TECHNICAL CYBERSECURITY

Technical research has dominated the field to date. [16] Studies and resultant frameworks 
have been developed to determine the proper set of technical controls that will secure 
an organization’s IS infrastructure. Some examples of these studies include: encryption,  
focused on security of the IS’s data assets [17] [18]; digital signatures that assure non- 
repudiation [19] [20]; application security, designed to strengthen the applications hosted 
by the IS [21] [22] [23]; finally, hardware infrastructure including intrusion detection and  
firewalls. [24] [25] [26] [27] [28] 

Technical research has largely focused 
 on protecting infrastructure by facilitat- 

ing the classic CIA (Confidentiality, In- 
tegrity, and Availability) triad, while occa- 
sionally interspersing theories developed 

 within the social, criminological, or be- 
havioral domains. CIA has become such 

 a cornerstone of cybersecurity that while 
 a host of other factors have been pro- 
posed, such as responsibility, trust  [29], non-repudiation and authenticity  [30], the CIA 
triad is the fundamental core of the domain. Most frameworks and policies have been  
based on the pursuit of these fundamental principles, and many studies assume that 
achieving the CIA of an organization’s assets is the end game of a cybersecurity pro-
gram. [29] [30] [31] [32] [33] [34] [35] [36] 

Anderson (2003) argues, however, that true cybersecurity is not only CIA, and that to 
 fully secure an organization, there must be metrics accompanying the CIA principles. 

When calculating the damage 
created by a breach of cyber- 
security, research has shown 
the greatest damage to be the 
loss of information resources. 
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Further, Anderson urges metric development, not only for CIA but also for the quant- 
ification of the value of the cybersecurity program and how the program provides the  
organization and its stakeholders a “well assured sense of assurance” (p. 313).

ANALYSIS AND MANAGEMENT OF RISK
Risk management is often part of an organizational construct that includes governance 

and policies [37]. This harkens back to the concept of balance: within a cybersecurity pro-
gram, the security risks of the organization must be considered alongside the organization-
al strategies to maximize gain while minimizing loss  [38]. However, this strategy assumes 
that the organizations understand the risks to their organization, which research shows is 
rare; in fact, it appears that more organizations would be glad to accept risk management 
theories if they understood the inherent risks to their organization and how to implement 
a risk management program  [39]. 

Risk management research assumes  
that a clear analysis and understanding of 
risks is critical to achieving effective sec- 
urity within an organization; the goal, 
then, of risk analysis is to help manage-
ment make informed decisions about in-
vestments and to develop those risk man-
agement and cybersecurity policies  [37]. To 
properly conduct this process, the organi-
zation must then consider the constraints 
in place inherent to the organization  [40]. 
Risk analysis methodologies measure risk in one of two ways: either as the probability of 
a negative outcome, or a product of the probability of a negative outcome due to a threat 
and the probability that the corresponding control will fail to eliminate the threat [41] [42] [43]. 
To that end, many IS risk analysis methodologies are prevalent across academia and 
industry. These include quantitative method (e.g., expected value (EV) analysis [41] [42] [43]), 
stochastic dominance approach [45], Livermore Risk Analysis Methodology (LRAM) [42]), 
qualitative methods (e.g., scenario analysis, questionnaire, and fuzzy metrics), and tool 
kits (e.g., Information Risk Analysis Methodologies (IRAM), the CCTA Risk Analysis and 
Management Method (CRAMM) [40], National Institutes of Standards and Technology (NIST) 
Special Publication (SP) 800-37, and the CERT Operationally Critical Threat, Asset, and 
Vulnerability Evaluation (OCTAVE) method [46] . In turn, risk analysis methodologies have 
evolved from more checklist-based approaches [37] to include more sophisticated theories 
such as Theory of Belief Function (e.g. [40] and finally, strategic conceptual modeling  
approaches [47].
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An effective analysis of risks requires an understanding of what threats are present. 
A number of studies have attempted to classify threats into various taxonomies, to in-
clude categorical [48], results-based [49] [50], empirical data-based [51] [52], matrix-based [53] [54] , 
and process-based [55].

Risk analysis methodologies have been criticized for a variety of perceived weakness-
es [56], including over-simplification [57], lack of a scientific approach [58], lack of lucidity [59], 
and the random nature of actual attacks  [60]. Further criticisms have been leveled at  
functionalist approaches to risk analysis, which claim that organizations over-rely on risk 
analysis as a predictive model without fully considering other fundamental factors, as 
the user’s behavior  [58] [61]. Again, the user is key: research has shown that human risk 
taking occurs not only through cybersecurity incidents  [62] but also through poor decision 
making when an incident occurs  [63]. Again research shows that when the technical aspects 
are considered without a full understanding of the psychological and cultural variables, 
the results are not as useful  [64]. All things considered, risk analysis is considered valuable 
by many researchers—even those critical of the current methods—as a process containing 
merit, if only for providing order to chaos and helping to gain management support for  
the cybersecurity program  [58].

Risk analysis is just one part 
of the risk management process 
that has been considered; after 
threats have been assessed and 
risks determined, the manage- 
ment of those risks is key—with 
the ultimate goal maximizing 
gain for the organization while 
minimizing loss  [38]. This is a long- 
term process with outputs that 
feed directly into a healthy gov-

ernance model, with the expectation that senior management must fully understand  
organizational risk in order to incorporate it into the strategic outlook. To this end, risk 
management is not a tool for reflection; risk management, when executed properly, dir- 
ectly contributes to organizational effectiveness  [65], should be proactive innature  [38] 

and should be integrated into business processes  [66]. 

Risk management involves a calculated application of selected controls. Straub and 
Welke (1998) posited that, based on the extant research, controls would fall into one of 
four distinct categories: deterrence, prevention, detection, and recovery. Studies sug- 
gesting controls often use General Deterrence Theory to provide explanations their 
proposed method will be effective at controlling risk. A number of methodologies have 
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been developed to facilitate risk management implementation including the Business 
Process Information Risk Management (BPIRM) approach  [35] [66], the Fundamental Infor-
mation Risk Management (FIRM) methodology  [67], and the Perceived Composite Risk 
(PCR) metric  [68]. 

However, in spite of the research conducted, the methodology followed, and the controls 
implemented, researchers have argued that there will always be a residual amount of risk 
to an IS, regardless of the actions taken or decisions made [39] [38] [40] [68]. Risk management, 
while unable to completely solve the issue of risk, can provide a measure of mitigation.

CYBERSECURITY POLICY, STANDARDS, AND CHECKLISTS
While not as thoroughly studied as purely technical controls  [39], it has been argued 

that one of the most important cybersecurity controls that can be introduced into an  
organization is the cybersecurity policy [69] [70] [71] [72] [73]. Studies have suggested that most  
cybersecurity decisions within small to medium-sized organizations are directly guided 
by cybersecurity policy  [74] while large organizations institutionalize cybersecurity in 
their culture through the use of cybersecurity policy  [75]. The term “policy” itself has been  
argued, with Baskerville and Siponen (2002) dividing research into two schools of thought: 
technical/computer security and non-technical/management security. Technical security 
policy generally refers to the automated implementation of management policies  [76] [77]. 
This is confused by the term “policy” being used in technical contexts, such as group  
policies in a directory environment, or access control policies on a firewall. Management 
policy, as defined within Baskerville and Siponen (2002), is a high-level plan embracing  
the organization’s general security goals and acceptable procedures. Within this perspec- 
tive, there has been significant study conducted as to the role of cybersecurity policy  
within the organization.

One area of cybersecurity policy research has worked to inform the development of  
effective cybersecurity policies, to include the determination of proper scope and breadth  [73]  
as well as key internal and external influences during development  [78]. Baskerville and 
Siponen (2002) suggested a “meta-policy” or policy for the development of policy, as the 
best method for developing effective cybersecurity policies tailored to an organizational 
perspective.

Another area of cybersecurity policy research has focused on the human interaction  
with cybersecurity policy, from the senior management [70] [79] [80] [81] [36] to the end user [82] [72] 
[83]. D’Arcy and Hovav (2007) suggested that the human interaction has the potential to 
completely invalidate the effectiveness of security policies, but also that proper implemen-
tation of policies within an organization has the potential to reduce misuse  [147].

Finally, it has been argued that for the cybersecurity program to be successful, cyber-
security policy must be aligned closely with the needs of the organization. Researchers 
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have found that organizations have unique needs that must be considered [71] [84] and  
that a one-size-fits-all perspective is not ideal; further, inflexibility in cybersecurity policy 
can encourage “developmental duality” or an imbalance between cybersecurity and usabil-
ity [85]. Research has shown that policies must be as flexible to the changing needs of the 
organization, as the changes are fluid, facilitating rather than inhibiting organizational 
emergence  [75].

Another segment of cybersecurity research has focused on the development of stan-
dards-based security, such as the Generally Accepted Systems Security Principles (1999) 
and the ISO/IEC 27000 series. These frameworks purport to best secure anything from 
an individual asset to an entire organization through implementation of a set of controls, 
usually covering people, processes, and technology.

Cybersecurity evolved with a reliance on check- 
lists and other “one-size-fits-all” measures aimed at 

 finding the specific minimum control set that will 
best protect information systems in general  [86].  
These measures have evolved primarily from the  
government sector, which has attempted to achieve 
cybersecurity success through the use of regulated 
certification and accreditation requirements. The 

 U.S. government, for example, has developed a 
 series of control frameworks (e.g., Department of 
 Defense Information Technology Security Certifica- 
tion and Accreditation Program (DITSCAP), Department of Defense Information As-
surance Certification and Accreditation Program (DIACAP), Risk Management Frame- 
work (RMF)) that mandate sets of controls across the board based on the integrity, 
availability, and sensitivity requirements of the IS. These required controls often involve 
lengthy risk assessments and documentation creation along with stringent technical 
controls, attempting to secure the people, processes, and technology that power the IS. 
Internal or third-party certification exercises are often required to validate the imple-
mentation. After successful accreditation is received, regular reporting requirements  
are the norm. Finally, the process is often required on a recurring basis dependent on  
the sensitivity of the IS.

Closely related to certification and accreditation frameworks are IS governance and  
management frameworks. While the context [35] [87] [88] differs from governmental control 
structures, they are very similar in their stated goals: cybersecurity frameworks attempt  
to ensure the CIA of business information coming into contact with the people, processes, 
and technology that comprise everyday business operations  [89] through the use of mandated 
controls. Cybersecurity governance and management frameworks have evolved from IT 

OPERATIONALIZING CYBERSECURITY

Understanding 
how to create value— 
investing the optimal 
amount in protecting 
assets and creating 
balance—is key.

CDR_V2N2_SUMMER.indd   98 8/11/17   4:58 PM



SUMMER 2017 | 99

governance and management frameworks, such as the Control Objective for Information 
and Related Technology (COBIT) and the Information Technology Infrastructure Library 
(ITIL). These frameworks have a very limited focus on cybersecurity, with a small number 
of controls considered alongside other areas like service desks. Purely cybersecurity  
frameworks, such as the ISO/IEC 27001 (formerly the BS 7799/ISO 17799), have included  
the Plan/Do/Check/Act cycle that evolved from IT governance frameworks, implementing 
cycles to establish controls, implement controls, assess controls, and refine based on 
the results of assessment. These standards have developed within industry, but academia 
has begun development of frameworks that attempt to apply cutting-edge theories for 
industry practice. An example is the von Solms and von Solms (2006) Direct-Control 
Model, and the Business Model for Information Security, developed through the University 
of Southern California (ISACA, 2009) and licensed through the Information Systems  
Audit and Control Association. 

Finally, cybersecurity maturity criteria have been a burgeoning topic of research.  
Maturity criteria aim to offer an objective scale for classifying an organization’s cyber-
security posture, from low to high. These criteria not only offer a “goal” for improvement 
but also can be viewed as differentiating an organization from its competitors based on a 
quantified assessment of successful cybersecurity control implementation. The System 
Security Engineering Capability Maturity Model, a product of research done at Carnegie 
Mellon University has received the most attention  [90], but alternate models do exist.

ECONOMICS OF CYBERSECURITY
As information as an asset increases in importance, many researchers  [93] [94] [95] have  

discussed the organizational value of information systems and how their protection  
supports and furthers the business as a whole. Since most measures—technical, person-
nel, procedural—involve some level of resource allocation, spending on cybersecurity  
has become an important priority within organizations  [94]. Understanding how to create  
value—investing the optimal amount in protecting assets and creating balance—is key. 
A good deal of research has focused on deriving the optimal amount for an organization 
to invest in securing their IS and related assets [96] [97] [98] [99] [100] [101] [102] [93] [103] [94] [95]. 
This research stream has culminated in the development of models for predicting this 
optimal amount of cybersecurity investment e.g., [94] [104] [105]. Finally, as large amounts of 
money are allotted for cybersecurity measures, stakeholders have begun to demand results 
that they can see, to justify these expenditures. Traditional economic ideas, such as Return 
on Investment (ROI), have been discussed, with researchers attempting to determine if 
tools such as Return on Security Investment (RoSI) [94] and the Analytic Hierarchy Process 
(AHP) [105] would be useful for explaining cybersecurity investments.

A further factor that has been considered is the true cost of IS insecurity; it has been 
found that there is a highly significant negative market reaction to cybersecurity breaches, 
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especially when involving unauthorized access to confidential data  [107]. This fact is further 
compounded for certain market segments, such as Internet-specific firms and software 
vendors, who are subjected to even greater risk of losses due to security breaches [108] [109]. 
Further, research has shown that even unpublished breaches can have a devastating  
economic effect on a firm  [111]; organizations cannot hide from their vulnerabilities and 
expect to come out unscathed. Incentives are not only monetary, however; multiple  
studies have discussed the incentives created by regulations like the Sarbanes-Oxley Act 
 [111] [104]. Within these guidelines, there are often economic penalties for non-compliance. 
This is another economic factor that must be considered when quantifying the cost of 
cybersecurity. 

It is important for stakeholders to stress the value that cybersecurity can create within 
an organization; however, when attempting to explain how a cybersecurity program cre-
ates value for an organization, one cannot focus solely on economic aspects. Research has 
discussed at length the socio-organizational considerations involved with cybersecurity, 
such as effects on organizational culture, and their value to the organization [112] [113] [114] [115].

THE USER
Research has suggested that cybersecurity has  

an almost “self-canceling” phenomenon to con- 
sider: the user  [116]. Lack of user compliance has  
been directly tied to a decrease in cybersecurity 

 effectiveness [77]. Since the effectiveness of controls 
 that are put in place to protect information 
 assets are constrained by behaviors of human 
 agents who access, use, administer, and maintain 
 them  [30][118] [119], it is clear that the user and  

their effect on cybersecurity must be considered. 
Anderson (2001) even argued that information insecurity is as much due to “perverse 
incentives” as it is to weaknesses in the technical infrastructure. 

One line of research deals with counterproductive computer usage and malicious 
extremes, including insider threats [121] [122] [123] [124] [125] [126] [119] [127] [128]. While firms are shown 
to spend more resources countering perceived threats originating from external 
forces [119], it has been argued that the insider threat is perhaps the most significant  
threat an organization should consider [121] [126] and that the actual number of internally- 
led breaches suffered cannot be known due to the vast amount of unreported and un-
known breaches [127]. Much research centers around General Deterrence Theory-based 
approaches to solving insider threat [129] [130], theorizing that misuse will decrease as the 
disincentives increase. Further, studies have shown that increasing internal knowledge 
of cybersecurity policy and other countermeasures, while not consistent, has the effect 
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of decreasing misuse from certain internal groups [127]. However, policy alone cannot be 
relied upon as a deterrent; Siponen, Pahnila, and Mahmood (2010) found social pressures, 
employee assessments of vulnerability, and the immediacy of threats all play a part in 
determining employee intention to comply with cybersecurity policy. To shed new light  
on internal threats using fresh perspectives, criminological theories have been introduced 
to the IS domain [131]. 

Another group of research focuses on external 
threats. These are the threats perhaps most closely 
identified as hacking [104] or competition [132]. Stanton 
et al. (2005) found that firms are more concerned 
with threats originating from external sources; this 
is perhaps due to the dominance of externally ex-
ploited breaches reported in the press [107]. Studies 
have shown that the perception of external threats—
hackers, viruses, and spyware—so dominate cy-
bersecurity programs that even security policy 
development first considers protection against the 
external, rather than internal, threat [133]. Research has typically considered the external 
threat to be fixed and immutable [134], but it has been suggested that external threats do 
consider the costs and benefits of attack based on information identified through compet-
itor analysis [132].

A second subset of user research focuses on the awareness of users towards the 
systems—both the information system and its protective technologies—with which they 
interact [123] [145]. Research has shown that awareness of technology is central to the 
formation of user attitudes, and in turn, the user’s concern for cybersecurity  [136] [137] 

but is difficult to characterize due to the individual nature of the variable itself [116]. For 
instance, awareness towards the negative consequences of spyware has been found to 
motivate users to develop positive attitudes towards protective technologies and their 
intention to use them [115]. However, research suggests that simply telling users to follow 
secure practices is not enough; they must be convinced of it [138]. 

Another research stream attempts to better understand the user’s intentions and their 
effect on cybersecurity. These studies often incorporate theories such as the Theory of 
Planned Behavior or Theory of Reasoned Action to explain user intention and its effect 
on subsequent behavior. Research suggests that user intention is affected by a number  
of external moderators, including organizational commitment  [83] , codes of ethics  [139] ,  
cultural factors  [140] [115], and social pressures  [142]. Further studies have discussed the link 
between the user’s awareness and their intentions towards IS  [119] [141] and suggest that  
user awareness has a direct link to their intentions, which in turn affects behavior. 
These findings suggest that user intention—ranging from the malicious to the beneficial— 
might be a key to understanding why users behave in the manner that they do, and  
the measures that must be taken to prevent or protect against malicious behavior.
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MAJOR THEMES OF RESEARCH
The streams of research within cybersecurity differ in their nature, but there are def- 

inite themes recurring throughout the domain. Early works within cybersecurity research 
were significantly technical, and highly prescriptive, with a heavy dependence on check-
lists and methodological-based approaches aimed at producing a “one-size-fits-all” method 
of protection. This mindset, while long deemed inadequate by researchers [75]  does continue 
to persist through some governance and standards-based measures currently in use.  
However, the field as a whole is evolving with the times; researchers have begun to expand 
into organizational optimization, considering the concepts of balance and emergence. 
These concepts weave through a considerable number of studies across the cybersecurity 
domain. An example is the economic research of Gordon and Loeb (2002, 2006), pro- 
moting the idea of a balanced cybersecurity program as value maximization by optimal 
investment into the protection of assets, a highly context-dependent concept. These con-
cepts align with Anderson’s (2003) definition of cybersecurity as risks and controls being  
in balance.

Another major theme emerging within the cybersecurity domain is the importance of 
considering the human factor present within the IS. While the IS is not solely technical 
in nature, early research streams within the cybersecurity domain focused primarily on 
achieving CIA and its fellow tenets through technical methods. A paradigm shift in the  
domain occurred when the human aspect began to be considered. Da Veiga and Eloff  
(2007) described cybersecurity as having distinct phases of evolution: the first phase,  
purely technical in nature, heavily depended on the technological means of securing the  
IS. The second phase began when the realization was made that the human element  
urgently needed to be addressed. This realization has been reflected within the body of  
research; the cybersecurity domain has moved from purely technical considerations to  
the inclusion of a great number of studies focusing on socio-organizational areas 
such as culture  [140] [115], user awareness  [123] [145], and user behavior  [119] [141] [142]. Clearly, as 
research has suggested a powerful mitigating effect presented by the human factor  [117] [116], 
it can be expected that the human factor will continue to be an important consideration 
across the cybersecurity domain.

Table 1 presents an analysis of cybersecurity constructs regarding Shannon and  
Weaver’s (1949) levels of communication, adapted from Dunkerley and Tejay, 2009 and 
2011 [143] [144]. Understanding these factors presented within the structure provided by  
Shannon and Weaver (1949), the benefits provided through the dynamic relation- 
ship between the Technical Level factors (Information Integrity, Information Systems 
Assurance, and Operations Enablement) and the Semantic Level factors (User Intention  
and User Knowledge) lead to the Effectiveness Level proffered upon the organization,  
Cybersecurity Success as adapted from Dunkerley and Tejay (2012) [146].
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CONCLUSION
In an examination of the different aspects of cybersecurity literature, several points are 

notable. First, an emphasis has been placed on “a means to an end.” Research studies have 
largely focused on measures to address one or more of the technical aspects of cybersecu-
rity, such as an individual aspect of the CIA triad. While this research contributes to the 
greater understanding of what constitutes that quality of cybersecurity, it is a mistake to 
believe that only focusing on the technical assets of an organization while failing to con-
sider other dimensions will facilitate a secure organization. Cybersecurity must be viewed 
as a holistic process rather than a single “fix.”

Another issue is with the overwhelming emphasis on individual dimensions as shown 
within Table 1, without understanding the interactions of those dimensions. A proposed 
model of cybersecurity success should show a causal process with an intervening factor 
presented by the user. It is clear that more study should be focused on the entire life  
cycle of cybersecurity and the interaction between the individual dimensions. 

DR. DAWN DUNKERLEY GOSS

Communication
Levels

Definition Cybersecurity 
Dimensions

Seminal 
Literature 

Technical The accuracy and efficiency 
of the system producing 
information. 

Information Integrity,
Information Systems  
Assurance, Operations 
Enablement 

Anderson (1972), Wiseman 
(1986), Denning (1987), 
Muralidhar et al. (1995), 
Sandhu et al. (1996),  
Daniels & Spafford (1999). 

Semantic The success the information 
has in conveying the 
intended meaning from  
sender to receiver. 

User Intention,
User Knowledge

Dhillon (2001), Siponen 
(2001), Trompeters & 
Eloff (2001), Schultz (2002), 
Vroom & von Solms (2004), 
Stanton et al. (2005),  
Dinev et al. (2008).

Effectiveness Effect of information on  
the user’s behavior.

Cybersecurity Success Anderson (2001), Gordon 
and Loeb (2002), Campbell 
et al. (2003), Hovav and 
D’Arcy (2003), Tanaka et al. 
(2005), Arora et al. (2006).

Table 1. Cybersecurity Dimensions for Shannon and Weaver (1949) Communication Levels 
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